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Cyber Physical Security for Power Grid Protection
Abstract

Security of cyber-physical systems (CPSs), such as power systems, is becoming increas-
ingly important due to the fact that these systems are accessible from the Internet, and
therefore, are subject to a variety of threats that could have severe impact on their stability
and performance. Network intrusion detection systems (NIDSs) are widely used to safe-
guard CPSs within a network perimeter from external threats by continuously monitoring
and analyzing network traffic. This is a step up from the protection provided by traditional
firewalls, since NIDS can sometimes go further than simple packet filters by performing more
advanced types of deep packet inspection.

This thesis focuses on a novel use of NIDS that we call hybrid control NIDS (HC-NIDS).
The HC-NIDS is tailored to detect attacks on networks that support hybrid controllers with
power grid protection schemes. The security policies, derived form the hybrid automaton
that designates the expected operation of the system, combine knowledge of desired com-
munication rules as well as physical laws and limits that the system should obey in order to
characterize network traffic as “safe” or “unsafe”.

We apply HC-NIDS to two well-known protection mechanisms of power systems: the
fault location, isolation and service restoration (FLISR) process in automated distribution
systems (ADSs), and the power transformer’s overcurrent protection scheme in transmission
lines. For each case, we implement a set of specification-based intrusion detection rules
based on the hybrid automaton that models the desired behavior of the system. Then, we
create several attack scenarios to demonstrate our approach. As part of this evaluation, we
developed an experimental framework that consists of a simulation of a physical system, and
an emulation of the master controller, which implements the protection mechanism in the

power grid, and allows communication via the Modbus TCP industrial control protocol.
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Chapter 1

Introduction

1.1 Overview and Motivation

The rapid development of the smart grid has a significant impact on today’s cyber-physical
systems (CPSs), including various elements of power systems. Among the many goals of the
smart grid are improved reliability, efficiency, and sustainability of existing power systems.
Moreover, a secure, reliable and economic power supply is closely related to a fast, efficient,
and dependable communication infrastructure.

While originally CPS systems had minimal networking capabilities, attained through few
serial ports per device, over the years they have incorporated Ethernet modems and packet
switched communications that allow them to communicate with a large number of devices
multiplexing the same communication medium. Numerous protocols are used by various
vendors, including various open protocols, such as Modbus TCP/IP [1] and DNP3 [2], as
well as various proprietary protocols.

However, by making software, hardware, and physical components accessible from the In-
ternet, CPSs, including power systems communicating via Ethernet protocols, are exposed to
traffic from a wide variety of sources. Several possible scenarios for attacks against network-

connected cyber-physical systems are described by Zhu, et al. [3]|. ‘Several possible vectors



for attacks against cyber-physical systems include unauthorized access to the control software
or access to the network traffic related to the control hardware that monitors and controls
cyber-physical systems are both examples of physical attacks. Some such attacks could be
manual, directly by human operation, and others could be automated via malware. For ex-
ample, one of the most well-known attacks is the Stuxnet worm [4], first publicly discovered
in June 2010. By using a combination of vulnerability knowledge, hacking pragmatism, and
possible physical security breaches, Stuxnet was the first known malware to subvert industrial
systems and rewrite programmable logic controller (PLC) code by including a PLC root kit.
Another notable attack against cyber-physical systems is Havex RAT [5], started in spring of
2014 and conducted against industrial control systems to gather valuable information from
SCADA systems.

The question arising is, therefore, what can be done to prevent similar hazards in the
future? Instead of looking at the problem from a strictly computer-based perspective, when
investigating security of CPSs, unlike with computer systems that do not control physical de-
vices, there is additional information available: what can we learn from the physical operation
of the device in question [6]? Cyber-physical systems have a particular set of functions that
are continuously executed. The “hybrid” and dynamic behavior of cyber-physical systems
can be represented by hybrid automata |7, 8] to account for both discrete and continuous
aspects of the system behavior.

Power systems utilize protection mechanisms that follow specific hybrid automata models
derived from the various designated operational limits. The ANSI/IEEE C37.2 standard [9]
provides a taxonomy of these codified elements that are typically called interchangeable
devices or functions. The various protection schemes are applied to power systems to ensure
their safety, and decide about the state of the system, i.e., whether the system is under a
safe or an unsafe operation mode. Therefore, both the network and PLC contexts and also
the physical context of information exchanged in the control network can be used to check

whether the system is consistent.



In this thesis, we argue that the hybrid automaton model, which designates the accept-
able operation of the system, by including both communication and physical rules, can be
used to identify traffic that deviates from the expected communication pattern or physical
limitations, that could place the system in an unsafe mode of operation. We focus on protec-
tion schemes typically utilized to secure power systems, and we implement a set of intrusion
detection rules derived from the hybrid automata. We call our use of a network intrusion
detection system (NIDS) a hybrid control NIDS (HC-NIDS) as it incorporates the security
policy, control environment rules, and physical models and constraints that come from the
underlying hybrid control system, to define the safe and unsafe states of the cyber-physical
system. The approach presented in this thesis, is presented to two of the main chapters of
this thesis (Ch. 2, 3), where we focused on two different applications met in the power grid
and are based on our accepted conference publications [10, 11].

In the next section, we briefly introduce the general architecture and the major compo-
nents of CPSs. In Section 1.3, we discuss prior and current research on security of cyber-
physical systems, and in Section 1.4 we briefly review common protection systems of the
power grid that we focus the demonstration attention of this thesis. Then, in Section 1.5
we introduce our proposed approach on cyber-physical security of the power grid, by imple-
menting intrusion detection rules based on the execution of the hybrid automata that specify

the communication rules and physical limits that the system should obey.

1.2 Cyber-Physical Systems Overview

Cyber-physical systems (CPSs) conforming to the SCADA model were developed to reduce
the “operational cost”, and to allow system monitoring and remote control from a central
location. These systems are generally used for large scale, geographically distributed infras-
tructures and are used in industries that require real-time monitoring and control of physical

functions, such as the power grid. Modern power systems are designed to integrate an as-



sortment of machinery aiming to automatically monitor, control, and safeguard system’s

operation, referred to as “instrumentation and control (I&C) system”.

1.2.1 Physical Equipment and Components

A typical architecture of a CPS systems consists of two main divisions that includes a SCADA
master station and field devices, interacting with each others through communication net-
works. SCADA systems are generally used for large scale, geographically distributed infras-
tructures and are used in industries that require real-time monitoring and control of physical
functions, such as the power grid. The SCADA model (Figure 1.2.1) is a hierarchical archi-
tecture where at the top of the hierarchy is a Supervisory Control Unit (SCU), interacting
with several Remote Terminal Units (RTUs) connected directly to machinery or indirectly,
communicating to field devices with embedded computation and communication capabilities,

referred to as Intelligent Electronic Devices (IEDs).

The SCU is a rather traditional computer system. It includes a database that is called
a “system historian” that provides analytics that feed the display on a Human Machine
Interface (HMI). The HMI is the vehicle for the operators to send commands to change the
settings of the machinery in the ICS. The RTUs and IEDs are, instead, the robotic arm of the
system and are implemented via highly specialized micro-processors called Digital Relays (in
power system applications) or, more commonly, Programmable Logic Controllers (PLCs).
These are designed to program hybrid automata and vary widely in size and capabilities;
typically the least capable are IEDs and the most capable are RTUs.

PLCs are capable of two types of communications: 1) PLC to machinery interactions,
that occur through dedicated buses for digital signals typically to control switches (coils) and
record their state or for analog signals inputs and outputs, that record sensor measurements
and control continuous physical variables; 2) serial or packet switched communications be-

tween PLCs or between PLC and a computer that acts as SCU. The first type of interactions
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Figure 1.2.1: General architecture of Cyber-Physical Systems

has a one to one mapping with the state of the PLC memory, and this is the mechanism
through which it is possible to program robotic applications. In fact, it is by reading and
writing registers in the memory of the PLC that the control program is reading the state or

altering the value of a physical coil or parameter in the corresponding physical subsystem.

1.2.2 Communication Networks

The communications networks serve as the intermediate instrument between a SCADA mas-
ter station and the field devices. Various types of physical mediums can be used to conduct
the communications within a power system, such as fiber cables, wireless communication,

power line communication, direct copper cables, and land line telephone communication. In



order to provide control and automation to power systems under an effective manner, vari-
ous industrial control protocols were adopted by the industry, including different versions of
Modbus, DNP3, and TEC 61850 [12] that is specifically designed for substation automation
systems. The goal of these protocols is to conform to the Open System Interconnection (OSI)
model and IP standards so as to make it simple to establish connectivity among the devices
utilized for networked automation.

In this thesis, we focus on the Modbus industrial control protocol due to practical con-
venience (inexpensive PLCs, a variety of software tools and a library). Modbus is an ap-
plication layer protocol based on a request/response messaging model. More specifically, a
client-server (or master-slave) transaction is established between devices that communicate
over an Ethernet TCP/IP network. Once a TCP connection is established between two (or
more) devices, the device that acts as a master can initiate a Modbus transaction by sending
a message request to the slave(s). A master can directly communicate to one or more slaves
by sending several queries and a slave responds to master queries until the connection is over.

A request consists of a function code that specifies to the slave what kind of action to
perform such as read registers (analog quantities) or coils (digital quantities), the starting
register/coil, the total number of registers/coils to be read, and any additional information
that a slave needs to include in its respond defined by the function code action. On the other
side, a response can either be normal or an exception if the slave sends a normal response, the
message includes all the information that corresponds to the function code of the requested
message. If an exception occurs, the response consists of a function code indicating that it

is an exception, and a description of the error.

1.3 Prior Work on Security of Cyber-Physical Systems

Recent research on security for cyber-physical systems ranges from traditional computer se-

curity mechanisms, such as encryption, to more sophisticated intrusion detection techniques.



Network intrusion detection systems (NIDS) are common mechanisms used for real-time
monitoring and analysis of network traffic. While there are numerous kinds of NIDSs, the
most common type typically looks for contents of network packets known to be damaging in
some fashion.

Numerous network intrusion detection approaches for cyber-physical systems have been
studied, proposed, and built [13, 14]. Anomaly-based intrusion detection techniques are used
to detect events that deviate from normal behavior by classifying network traffic as normal
or abnormal using statistical models. Historically, anomaly detection has not been very
effective in standard IP networks and general-purpose computing because of very high false
positive rates, the lack of “malicious” training data, and the lack of actionability of the alerts
given [15]. These challenges are partially due to the fact that traffic on many I'T networks is
very “noisy” and malicious activity often does not rise above the level of the noise of “normal”
activity. It is also difficult to separate “abnormal but benign” activity from malicious activity.

Morris, et al. [16], introduced a number of signature-based intrusion detection rules for
the Modbus protocol. While this approach is effective regarding the protocol’s requirements
and whether the network communication rules related to the Modbus protocol are satisfied,
it focuses on a generic approach related to the specifications of a particular protocol rather
than distinct devices.

Carcano, et al. [17], focused on attacks that appear legitimate when considered alone,
but can harm the system when combined with other actions. However, while the approach
focuses on the system’s state by using the knowledge of the expected operation of a process,
the scope of the process being considered does not extend to physical constraints and laws
that should be satisfied to ensure stability of the system. The idea of using the power system
physics, e.g., Ohm’s and Kirchhoff’s Laws, to operate, monitor and protect the grid, is at
the heart of power system operation and reliability theories. System physics have previously
been used for adequacy and security analysis [18], to filter bad measurement values and

to reveal the state of the power grid, as exemplified by state estimation (SE) and energy



management systems (EMS) for the bulk power system [19]. A recent prolific line of work on
cyber-physical security has also focused on Byzantine attacks in the SE functionality [20].
This work highlighted vulnerabilities of the bad-data detection step of SE in detecting well-
constructed data injection attacks that provide physically valid measurements.

Chow, et al. [21], proposed a data-driven approach for cyber-physical security that in-
cludes three different cases of using the data of physical processes, i.e., apply anomaly de-
tection to historical data. However, the proposed approach focuses on home area network
(HAN) systems rather than the power grid, and handles the physical process data on a dif-
ferent way than the approach presented in this thesis does. Yoon, et al., [22], presented a
security framework that combines known monitoring methods in order to identify malicious
events through a statistical learning-based mechanism against real-time systems.

Cardenas, et al. [23|, focused on SCADA vulnerabilities and presented a theoretical ap-
proach to control systems’ security, performing linear feedback control for linear state space
equations. This work is close to the approach presented in this thesis with the difference
that we focus on real automation applications typically met on power systems, that typically
check the conservation of physical limits and laws that designate the stability. Lin, et al., [24],
proposed to run contingency analyses to predict future consequences of control commands
on a critical power asset in the context of transmission network applications. While effec-
tive, given the nature of transmission networks, it assumes information about other parts of
the system are readily available, as they typically are in the transmission network, but not
necessarily in distribution systems.

Application of intrusion detection in distribution systems has been primarily focused on
detection of attacks on the advanced metering infrastructure (AMI) for monitoring purposes.
Berthier and Sanders [25] developed a security monitoring system for smart meters. They
deployed a specification-based intrusion detection sensor in the field to identify security
threats in real time. The sensor monitors traffic between smart meters and the utility

network and also ensures that devices are in secure state and prevent energy theft.



Other important work by Velente, et al, [26], does not focus on securing CPSs through
intrusion detection techniques, but does highlight the significance of ensuring the trustwor-
thiness of the various components that are included in a cyber-physical system, and are
connected to the physical world. The authors proposed an approach that is focused on the
well-known attestation technology, a method used to identify unauthorized changes to de-
vices, in order detect deviations on the operation of devices that do not conform to their
expected behavior. Wang, et al., [27], studied a specific CPS, i.e., central heating and cool-
ing plant (CHCP), and the various components that make the system, where they confirmed
through their conclusions the lack of testing models for CPSs.

In this thesis, we include our work in [10, 11] where we presented our HC-NIDS approach
for the power grid, where we focused on automated power distribution systems, and on power

transmission systems, respectively.

1.4 Power Grid: Protection Systems

In this section, we briefly introduce power system protection and its basic components that
are widely used to protect power systems [28]. Power system protection is the procedure of
ensuring that generation, transmission, and distribution of electrical energy is fulfilled safely
against failures and abnormalities that could place the power system at risk. Therefore, the
objective of power system protection is to provide accurate and fast fault clearing by isolating
the faulty sections of the electrical power system from the rest of the “healthy” system in
order to minimize damage due to failures or abnormalities, and maintain the stability of the
power system.

In order to be able to detect the occurrence of faults in power systems, appropriate fault
detection equipment is used to obtain information about the state of the system through
observation of the quantities of current and/or voltage measurements. Then, based on the

nature of the application under protection, different types of fault clearing equipment can be



used to automatically clear the electrical faults, including fuses, circuit breakers, instrument
transformers and relays, aiming to protect various types of components and equipments such

as generators, transformers, lines, buses, and capacitors.

1.4.1 Fuses and Circuit Breakers

The operation of a fuse and a circuit breaker aims on accomplishing the same objective:
detect the occurrence of faults, and interrupt the current flow. Fuses are low resistance
resistor that are made up of metal strip that directly melts when the element is overheated.
On the other hand, circuit breaker are electrical switches that are energized (open contacts)
once a fault is observed. In comparison to fuses that need to be replaced in case of faults,
circuit breakers are reenergized (close contacts) once the fault has been cleared. However,

fuses are considered to provide faster tripping actions than circuit breakers.

1.4.2 Instrument Transformers

The major types of instrument transformers are voltage transformers (VT), and current
transformers (CT). In high voltage systems, such as transmission systems, it is necessary to
scale-down the voltage from primary values to safe secondary values. Voltage transformers
are designed to operate in such a way. Similarly, current transformers are utilized to reduce
the current on the power system from high primary levels to secondary appropriate levels

for supplying devices on the power system.

1.4.3 Protective Relays

Protective digital relays are typically used in power systems in order to perform automated
control actions that protect physical equipment within the system, and ensure the stability
of the system. These relays are designed to take various actions to detect the occurrence

of faults on the grid and isolate the faulted section from the rest of the power system, by
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continuously executing the same set of functions based on the system’s physical limitations.

Power transmission systems consist of a collection of conductors aiming to transfer high
voltage and current magnitudes of electric power from generation stations to customers
through substations. Numerous primary and backup protection schemes protect power sys-
tems against possible damage by disconnecting the faulted area very soon after a fault is
detected.

Several types of protective relays exist, which implement specific protection schemes in
order to trip circuit breakers in the case of fault or abnormality. Overcurrent relays, such as
instantaneous or time-delay overcurrent delays, are designed to operate in specific current
regions. The overcurrent relays respond to magnitude of the current, and if this value exceeds
a predefined current magnitude, known as pickup current, then circuit breakers are energized.
The difference between the aforementioned relays is the timing of the tripping action, i.e.,

instantaneous or time-delay activation of the circuit breaker.

1.5 The Proposed Hybrid Control Network Intrusion De-
tection System Approach

Our work employs a combination of safety engineering principles and computer security
practices to provide security to cyber-physical systems, including power systems. In this
thesis, in particular, our goal is to identify and implement intrusion detection rules for
protective digital relays in power systems based on the knowledge of the hybrid automata
executed by the network of relays. Our novel use a NIDS integrates the computer and network
security communication rules used by traditional NIDS approaches, with information related
to the physical limits of the system, and the expected execution of its hybrid automata
models, in order to mitigate an essential category of cyber-physical vulnerabilities.

The hybrid model that characterizes the process of the physical system, i.e., the transmis-

sion grid, is a combination of three things: 1) a set of system equations that constrain analog

11



quantities and depend on the state of the digital variables (hybrid state) or switches states,
i.e, circuit breakers; 2) a controller program that routinely acquires sensor variables, com-
pares them with physical conditions and determines the pattern of information exchanged
by intelligent electronic devices (IEDs) to gather the sensor data and to issue physical com-
mands or communication commands; 3) an application layer protocol that codifies how the
message packets should be formatted and interpreted.

In our approach, we combine the hybrid model of the system and the communication
aspects that make up the hybrid model of the system to define a “hybrid” set of NIDS rules
of permissive device actions as signatures for the popular Bro Network Security Monitor [29],
in order to provide a greater level of protection from cyber-physical vulnerabilities. In addi-
tion, we propose an experimental framework that we used to implement physical models in
the Simulink simulation environment that interacts with embedded controllers to generate
actual network traffic that the HC-NIDS continuously monitors. This allowed us to test our
approach by emulating real cyber attacks. We validate our HC-NIDS approach and imple-
mentation for an overcurrent protection scheme for a power transformer. Any traffic that
deviates from the expected normal operation of the protection scheme, as defined by Kir-
choff’s laws and implemented in our intrusion detection rules is characterized as a possible
threat and triggers the HC-NIDS to raise an alert.

The remainder of this thesis is organized as follows: Chapter 2 discusses our approach of
a hybrid control network intrusion detection system (HC-NIDS) for protecting automated
distribution systems (ADSs) against certain scenarios of attacks over a computer network.
In Chapter 3 we demonstrate our idea on protective digital relays in the power transmission
grid. A description of the experimental framework that we built in order to provide realistic
evaluation of cyber-physical systems, is presented in Chapter 4. Finally, we provide the

conclusions of this thesis and discuss future work in Chapter 5.
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Chapter 2

A Hybrid Control Network Intrusion
Detection System for Automated

Distribution Systems

The work presented in this chapter was first described in an earlier paper by Parvania,
et al. [10]. This chapter described the implementation of our approach in an automated
distribution systems (ADS), and the evaluation of the idea presented in this thesis through

a number of attack scenarios.

2.1 Automated Distribution Systems

Distribution automation refers to a blend of emerging technologies, such as switching tech-
nologies, sensor detectors, and communication protocols, that are utilized to control and
monitor the operation of a power distribution system in an automated fashion [30]. The
vision for an ADS is to facilitate the exchange of both electrical energy and information
between system operators, customers, and other parties and equipment [31].

One of the promises of an ADS, is to allow the remote control and switching of the power

distribution topology for protection and to improve reliability. In such an application, the
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system operator would be able to automatically locate and isolate the faulted distribution
component and restore the electrical service to the healthy parts of the distribution system.
The process, called fault location, isolation, and service restoration (FLISR), is expected to
considerably reduce the outage duration for customers [32].

Since ADS applications provide remote access to the critical distribution system compo-
nents through communication networks, it is of paramount importance to coordinate their
development with that of an appropriate cyber network framework that would prevent attack-
ers from gaining control of circuit breakers and switches. Unfortunately, despite heightened
attention to computer and network security issues [33, 34, 35|, existing ADS structures were
not designed with computer and network security in mind. Moreover, a basic challenge ADSs
pose is that their various parts use different communication media and protocols, each with

different security requirements.

2.2 Threats to and Countermeasures of Automated Dis-
tribution Systems

Some concerns were expressed over network security weakness and system fragility of power
distribution systems [34, 35]. One of the reasons that exposes ADSs to attacks over computer
networks is the fact that development of physical reliability methods has been divorced from
a systematic assessment of the attacks that can be delivered over a computer network. In
addition, the unconstrained integration of large numbers of communication systems that use
both open and proprietary network protocols can expose ADSs to targeted cyber-attacks.
Several information technology-based security standards and systems, including firewalls,
encryption schemes, authentication mechanisms, and network intrusion detection systems
(NIDS), have been advocated and adopted in order to isolate control networks perimeters
from external sources |14, 36, 37]. However, within a network perimeter, even encryption

and authentication fail when an attack or simply an erroneous but damaging command is

14



mistakenly issued by an authorized user [38]. A variety of possible attacks against confiden-
tiality, integrity, and availability of ADSs exist, with the most damaging ones being those
in which controllers are made to perform actions that put the system in a physically unsafe

state.

2.2.1 Denial-of-Service Attack

Many components of an ADS are sensitive to timing and require real-time communication
to ensure secure and optimal operation of system. An attacker could flood a vital communi-
cation link with fabricated packets, causing key packets to be dropped, leading to abnormal
operation of the system [39]. Therefore, it is important to identify such attacks on the power

distribution system as their impacts could severely affect the reliability of the system.

2.2.2 Man-in-the-Middle and Eavesdropping Attacks

The distribution system spans large geographic areas and communication lines may well be
physically unprotected in places. PLCs often communicate through unencrypted protocols
that can be identified and analyzed by any open source network analysis tool by tapping into
the cable in unguarded location. An attacker can modify the sensor values to the controller,
potentially causing the controller to give control commands that send the system into an
unsafe state [40]. Related to this, eavesdropping attacks may involve passive listeners of
network traffic that reveal sensitive information about the status of physical devices, thus

potentially enabling more damaging or more stealthy attacks against those devices. [41].

2.2.3 Insider Attack

A person that has some combination of authorized access of or access to a particular system, is
commonly considered an insider [42]. Not all insiders are inherently malicious but given that

they have knowledge and access of a system that others may not have, may have unusually
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large ability to damage a system, either maliciously or accidentally. For example, insiders
could compromise the system by planting a “logic bomb” or installing malicious software or
hardware equipment on systems not easily accessible by others. As an example, an insider
could substitute an important component of the system with a manipulated device that

executes a source code in order to disable the network IDS and perform any attack attempts.

2.3 Scenario: Fault Location, Isolation and Service Restora-
tion Process

Permanent failures, i.e., faults that are present until the faulty section or component is
repaired, of any distribution system equipment, including cables and overhead lines, would
cause a power outage for electricity customers. Traditionally, distribution system operators
had limited monitoring and control access on distribution equipment, which made it a difficult
and time-consuming process to manually locate a fault, dispatch a maintenance crew, and
finally restore the service for customers.

Integration of remotely-controlled sectionalizing switches (S.Ss) and fault detectors (F' Ds)
along with peer-to-peer communication between the protection devices enable the applica-
tion of an automatic fault location, isolation and service restoration process (FLISR) in an
ADS. The FLISR function automatically detects feeder faults, determines the fault loca-
tion, isolates the faulted section of the feeder, and restores service to healthy portions of
the feeder [43]. This automation of the process considerably reduces the customers’ outage
duration and improve the reliability of the distribution system [32]. The typical radial dis-
tribution feeder, shown in Figure 2.3.1, is an example of such a FLISR process. The feeder
consists of four lines sections (L;) which are equipped at both sides with SSs and F'Ds. The
main feeder energizes the four load points (LFP;) through a circuit breaker (C'B). Consider a
permanent fault that occurs on line section L3 in Figure 2.3.1. The FLISR process operates

as follows:
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1. Fault Location: The C'B of the main feeder detects the fault, operates and de-energizes

all the four downstream load points.

2. Fault Isolation: Fault detectors F'D, and F'Ds report the location of the fault to the
master station. Accordingly, an opening command is sent by the master station to

sectionalizing switches S.S; and S5 to isolate the faulted section.

3. Service Restoration: The master station sends a closing command to the feeder C'B;

therefore load points LP; and LP, are re-energized.

— B ] e
| CB FD1S51 ‘ SSZFD2 FD3SSJ SS4FD4 FDSSSa SSe FDyg FD7SS7
LP, LPs LP,
Fault CB FDy 551 S5, FD, FD35851 SS4FDy FD; SS51 §8s FDg FD;58;
Location _E‘_E‘ - -
LP, LP, LP; LP,
Pl CB FD;$S; {85, FD, FD38851 SS4FD, FD5S8S5) SSs FDg FD7 S8,
au
Isolation - i%]_ = i
LP, LP, LP,
S . CB FD1551 SSzFD2 FDgsSg; SS4FD4 D5SS5 SSG FDyg FD7SS7
€rvice
Restoration = f i
LP LP i
1 2 LP,
6: Closed Circuit Breaker E: Closed Sectionalizing Switch D . Interrupted Load
O: Open Circuit Breaker |:|: Open Sectionalizing Switch

Figure 2.3.1: FLISR operation process
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The operation algorithm of the FLISR system for the general case of a radial feeder with

I line sections is presented in Algorithm 1.

Algorithm 1 General FLISR Algorithm

SS; =0, FDj:Oforivj:{L'” 72[_1}
LkZOfOI'k:{:l, 7]}

if CB =1 then
for j=1:2:21—1do
if 7 > 1 then
if (FD;_y =1or FD; =1) then
k«(j+1)/2
L 1, SSj_l +— 1, SS] —1
end if
else

if FD; =1 then
k<« 1, L1+ 1,85 <1
count faults <— count faults + 1
end if
end if
end for
CB<+0
for j=1:2:2I—-1do
ke (j+1)/2
if L, =0 then
if £ =1 then
SSJ' ~—0
else
SSj_l — 0, SS] — 0
end if
end if
end for
end if

> Fault Occurs

> Locate the Fault

> Isolate

> Locate the Fault

> Isolate

> Close Circuit Breaker

> Fault is repaired
> Close the Sectionalizing Switches

2.4 Hybrid Control Network Intrusion Detection Rules

Our “hybrid control” use of a NIDS is designed to perform real-time monitoring and analysis

of network traffic and detect actions that do not conform to a set of predefined operational

rules and policies [10]. This manner of intrusion detection is called “specification-based

intrusion detection” [44]. We leverage the Bro Network Monitoring Framework [29] for a
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variety of reasons but our technique could be implemented in other IDS frameworks as
well. Bro is a well-established, open-source framework that includes IP packet parsers for
two common industrial communication protocols, DNP3 and Modbus TCP. In our case, we
assume that the Modbus TCP protocol is utilized as the communication protocol between
the controllers in FLISR, although our approach applies equally well to other protocols such
as DNP3, and indeed the Bro IDS that we use also contains a DNP3 parser, in addition to
a Modbus parser.

We use Bro to monitor the network traffic of the FLISR system, and is responsible for
identifying any actions that are not consistent with the physical operation and network
communication rules of the Hybrid Control scheme that describes FLISR’s normal operation
and physical constraints. For this reason, as described earlier, we refer to approach as
Hybrid Control NIDS (HC-NIDS). The first layer of the HC-NIDS is an event engine that
captures the network traffic, identifies each Modbus TCP packet, and forwards the packets
to analyze to the second layer, which acts as the “rules layer”. The captured Modbus packets
are analyzed to check their consistency to the IDS rules, reflecting the FLISR process and
operational physics. If a packet contains a command that would trigger a deviation from the
prescribed process, a log entry or alert is triggered.

In this section, we present the set of intrusion detection rules that we implemented for
the FLISR system. The intrusion detection rules are the result of the execution of the hybrid
automaton that designated the expected behavior of the system. Our security policies consist
of rules related to communication patterns, such as IP addresses, as well to the expected
physical behavior of the system, e.g., packet sequence.

We want to highlight that the first category of security policies constitutes a well known
and studied practice concerning the security of CPSs. However, our work focuses on the
consideration of the physical laws in addition to the communication rules that the system
should obey. For that reason we also demonstrate rules for several common security policies

that check the whether the general communication rules are satisfied, e.g., use of acceptable
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IP addresses, to show how rules looking at traditional network security rules and physics-
based rules can run alongside each other in the same NIDS. Even though the intrusion
detection rules that we implemented are applied to the network traffic exchanged within the
network of the controllers, we use both the physical context of the information exchanged in

the control network alongside the traditional IP network context.

2.4.1 Intrusion Detection Rule 1: IP Address

A set of of acceptable IP addresses, corresponding to control devices in our system, are
specified in the NIDS. Any request packet that has an IP address different than the master
controller’s IP address or any response packet that has an IP address different than the slave

controller’s IP address indicates a packets that should be disallowed.

2.4.2 Intrusion Detection Rule 2: Function Code

Based on the normal operation of the FLISR process that we described earlier in this chapter,
only “write” to single coils (function code (fc) = 5) commands are allowed. This NIDS rule
treats packets that include any other function code as a potentially damaging one. Even
though this intrusion detection rule focuses on a communication aspect of the system, the
decision of the acceptable function codes is done based on the expected behavior of the

system.

2.4.3 Intrusion Detection Rule 3: Packet Sequence

Figure 2.4.1 shows the communication sequence that we expect to observe in the network
traffic related to the FLISR process. Our NIDS continuously checks the sequence of the
packets exchanged within the network of the controllers and alerts on packets that deviate

from the expected packet sequence.
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 Master _ Slave

fc=4 Analog Input Register " Response #1

fc=15 Discrete Outputs  Status to write e

Response #2 received <~ fc=15 Discrete Outputs  Status written

Figure 2.4.1: Communication packet sequence of FLISR

2.4.4 Intrusion Detection Rule 4: Cycle Duration

We define as one cycle the time gap between two “write” commands specified in the ex-
pected packet sequence, which is considered to have a relatively constant value. Significant

deviations from the average cycle duration trigger an alert.

2.5 Experimental Validation

In order to demonstrate the utility of our approach in protecting the FLISR system, we im-
plemented different attack scenarios whose main purpose is to either confound the system or
retrieve important information about the system’s state. Our primary goal in describing this
assessment is to demonstrate that by leveraging knowledge of the system’s expected behav-
ior, our approach can observe a broad range of potential classes of intrusions, in addition to
the typical intrusion detection rules that many existing NIDS employ. The attack scenarios
introduced later in this section show cases where a traditional NIDS works well by checking

that the communication rules are not violated, as well cases that demonstrate capabilities
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largely specific to the approach used in the HC-NIDS.

The experimental set-up of our implementation, as shown in Figure 2.5.1, consists of
physical devices, PLCs, and the HC-NIDS. We used two Siemens SIMATIC S7-1200 series
PLCs [45], model CPU 1212C AC/DC/RLY, that are configured to emulate the FLISR
system’s tasks and communicate through the Modbus TCP protocol. The master controller
emulates the FLISR master station and receives as input data the status of the F'Ds, that are
implemented by digital switches. The slave controller in Figure 2.5.1 emulates the actions
of circuit breaker and sectionalizing switches. In order to perform the FLISR functions, the
slave controller receives queries from the master controller to enable or disable the circuit
breaker and sectionalizing switches. The control algorithm of the FLISR is programmed
on both controllers using the ladder logic programming language on the SIMATIC STEP 7
Basic software [46].

As introduced in previously, the Bro IDS [29] is used to implement the HC-NIDS rules,
and is the core component of our implementation. We used Bro’s scripting language to imple-
ment IDS rules in terms of policy scripts that define the allowed scope of the FLISR system.
The last part of our experimental implementation is a set of scenarios that demonstrate the
capability of the HC-NIDS for detecting several types of attacks. For this purpose, we pro-
grammed a libmodbus-based Modbus Master Simulator in C that acts as the attacker in the
FLISR system. We assume that the attacker initiates a connection with the slave controller

during the periods when there is not any packet exchange between the two controllers.

2.5.1 Denial-of-Service Attempt

The main purpose of the DoS attack is to make the slave controller unavailable to its intended
master controller. The specific scenario constitutes an example of attacks typically met on
cyber-physical systems, and there is research that already studied these type of attacks. How-
ever, for validation purposes we wanted to include a case that corresponds to the traditional

security policy that we included in our HC-NIDS. Under the assumption mentioned above,
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Figure 2.5.1: Configuration of the FLISR emulator

the attacker dispatches queries to the slave controller. The HC-NIDS analyzes the network
traffic and checks the expected traffic rules, as described in previous section. In this case,
the HC-NIDS determines if a non-acceptable IP address commits queries, and produces an
alarm that notifies the network administrator about the suspicious attempt (Chapter 2.4.1).

This experiment looks at the scenario presented in Chapter 2.2.1.

2.5.2 Data Memory Access

The objective of this attack scenario is to probe the status of physical devices to determine
the state of the devices, and if it is possible to learn more about the devices such that further
action can be taken, such as causing power outages. We assume the attacker obtains informa-

tion about the master controller’s IP address and dispatches a “read” command request. The
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HC-NIDS determines that a “read” command function code is not in the list of acceptable

function codes and generates an alarm indicating an attempted illicit action (Chapter 2.4.2).

2.5.3 De-Energizing the Distribution Feeder

In this attack, the attacker aims to de-energize the whole distribution feeder by opening
the main feeder C'B. We assume the attacker retrieves information of the FLISR network
configuration, including the controllers’ IP addresses, the memory allocation, and mapping
to the physical devices, and the utilized command function codes. However, we assume
that the attacker is not aware of the expected packet sequence. Based on the information
obtained from the network traffic, the attacker sends a “write” command request to open
the C'B. In this case, the malevolent attempt passes the three intrusion detection rules, i.e.,
controllers’ IP addresses, command function codes and cycle’s time gap. However, the HC-
NIDS detects that the initial packet is not followed by an opening command to the SS’s, so it
is not consistent with the packet sequence in Figure 2.4.1 (Chapter 2.4.3). More specifically,
this attack scenario only includes the exchange of one “write” command query that targets
the C'B, and thus a faulty packet sequence is observed and the HC-NIDS generates an alert

indicating that a malfeasance activity observed.

2.5.4 Causing Power Outage for Intended Load Points

In this attack, the attacker aims to cause a power outage for certain load points by isolating
specific line sections. We assume that the attacker is aware of the controllers’ IP addresses,
the utilized command function codes, and the acceptable packet sequence. However, we
assume that the attacker is not aware of the cycle’s duration. The attacker generates an
acceptable packet sequence with the master controller’s IP address and the utilized command
function codes. First, the attacker dispatches a “write” command request to activate the C'B,
and then sends a second “write” command request in order to activate specific SSs. The

HC-NIDS observes the time gap between the newly issued queries and detects that the
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packets’ time gap is not consistent with the expected time gap between two packet requests
(Chapter 3.3.4). This observation triggers the HC-NIDS to issue an alert that indicates the
occurrence of a possible malevolent action. Figure 2.5.2 shows the timing difference between
normal network traffic and several simulated attacks. The attack packets constitute larger

time gaps which obviously makes them identifiable in comparison to the normal traffic.
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Figure 2.5.2: Timing difference between normal network traffic and attacks

2.5.5 An Insider Attack Scenario

This attack is similar to the attack that causes power outages for intended load points.
However, we now assume that the attacker has a complete knowledge about the FLISR
process and the network that includes the controllers’ IP addresses, the command function

codes, the acceptable packet sequence, and the time gaps between packets. Thus, the attacker
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is able to dispatch queries that are completely consistent with the system’s expected behavior.
We assume that just before the master controller initiates a new block of packets, the
attacker takes charge of the connection and initiates a block of packets that follow the
observed features of the expected network traffic. The attacker can launch targeted attacks
by activating or de-activating different circuit breaker and sectionalizing switches.
Detecting this attack scenario requires more knowledge about the exact state of the
distribution feeder. The FLISR process is enabled in cases where fault currents are detected.
In our implementation, as described previously, we manually create faults using the digital
switches attached to the PLC, and there is no information, related to the current that flows
on the distribution line, included in the exchanged traffic. Therefore, since we are only
monitoring one communication path, as we have currently implemented it, the HC-NIDS
has incomplete information about the physical state, and insufficient knowledge to detect
the attack. If we monitored more than one communication path, and two instances of Bro
could communicate with each other, then physical values, such as current, would be included

in the payload, and our HC-NIDS could be capable of detecting this attack scenario.
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Chapter 3

A Hybrid Control Network Intrusion
Detection System for Protective Digital

Relays in the Power Transmission Grid

The work presented in this chapter was first described in an earlier paper by Koutsandria,
et al. [11]. In this chapter, we focus on the implementation of intrusion detection policies for
digital relays, which are used in the power transmission grid in order to implement protection
mechanisms and serve as proactive digital relays. We chose the transformer’s overcurrent
protection scheme as a second example of protection schemes implemented on the power
transmission grid and validate our approach through the implementation of several attack

scenarios.

3.1 Threats and Countermeasures of the Power Trans-
mission Grid

The communication infrastructure of modern power systems provides attackers with the

ability to remotely issue false events that could damage the physical systems. Numerous
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scenarios for traditional network attacks, as well as attacks that can cause actual physical
damage are possible [3|, by manipulating the hardware that monitors and controls the phys-
ical systems. When a fault occurs in the power transmission grid, protective digital relays
isolate the faulted equipment by opening the adjacent circuit breakers. An attacker perform-
ing the Denial of Service (DoS) attack can paralyze the system by preventing the exchange
of valuable information, which could lead to faulty decisions. In addition, knowledge of
the transmission grid’s configuration can be leveraged to create data injection attacks that
bypass “bad data” detection algorithms. In fact, an attacker could fabricate meter measure-
ments in a way that leads to false estimation of power systems’ state, such that the current
bad data detectors could not detect the attack [47].

The traffic analysis attack [48], constitutes another noteworthy type of attack in the
power transmission grid. An attacker could exploit this vulnerability by monitoring the data
acquisition packet response being sent by field devices to the control center. Information
such as the sender and receiver’s addresses, and details of the transmitted messages can be
obtained even if the packets are encrypted. In power systems, critical information, including
bus voltage magnitude, active and reactive power etc., are sent periodically by the distributed
monitors to the control center. Therefore, an attacker could perform traffic analysis attacks
in order to obtain crucial information about the power system, and proceed to further attacks

aiming to compromise specific parts of the grid.

3.2 Power Transformer’s Overcurrent Protection Scheme

We chose the transformer’s overcurrent protection scheme as an example of protection
schemes typically implemented on the power transmission grid. The example consists of a
three-phase, two-winding transformer that connects a generating unit to a transmission line.
Two three-phase circuit breakers are connected to both sides of the transformer. We focus on

the instantaneous overcurrent relay which provides rapid clearing of severe internal faults and
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external through-fault currents. The instantaneous overcurrent relay corresponds to device
number 50 in the IEEE C37.2 standard [9], and is responsible for activating circuit breakers
whenever the input current exceeds a predefined pickup current. The sufficient margin for
the pickup current of the instantaneous overcurrent relay would be between 125%-175% of

the maximum low-side three-phase symmetrical fault current [49].

3.3 Hybrid Control Network Intrusion Detection Rules

Our Hybrid Control NIDS (HC-NIDS) provides a “hybrid” set of intrusion detection rules by
blending common network communication policies with physical constraints that designate
the physical system’s normal operation. In our approach, we implement these intrusion
detection rules in terms of policy scripts applied to the exchanged network traffic within
the physical system model. Similar to the cases presented in Chapter 2, to implement the
intrusion detection rules, we leverage the Bro Network Security Monitor which includes IP
packet parsers for two common industrial communication protocols, DNP3 and Modbus
TCP. In our work, communication between the controllers uses Modbus TCP.

The HC-NIDS continuously monitors the network traffic of the physical system and exe-
cutes the set of the intrusion detection rules that we implemented in order to identify events
that deviate from the expected operation of the physical system. Every Modbus packet in-
cluded in the network traffic is analyzed and characterized as acceptable or suspicious traffic
by comparing specific fields of the packet to the HC-NIDS policies. The HC-NIDS triggers
an alarm in the form of a log entry whenever a deviation is observed.

The following subsections describe the intrusion detection rules (IDSs) compose our HC-
NIDS applied to the power transformer’s overcurrent protection that are derived from the
expected behavior of the system. Our set of intrusion detection rules includes security policies
that focus on the physical aspects of the system, based on the approach presented in this

thesis, in addition to common security policies, e.g., check of acceptable IP addresses.
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Therefore, our contribution is in the way that we utilize the physical information in-
cluded in the network traffic exchanged within the network of the controllers, that we take
in mind in order to implement a full set of security policies that also includes common se-
curity checks. Figure 3.3.1 shows the block diagram of the desired behavior of the power
transformer’s system that checks both communication rules and whether the controlling ac-
tions based on the physical laws are consistent with the hybrid automaton of the system. In
our implementation, we do not take under consideration exception responses that occurred

due to communication errors that are not related to the operation of the physical system,

ex., timeout responses, which is shown in dashed lines in Figure 3.3.1.
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Figure 3.3.1: Block diagram of the expected behavior of the system
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3.3.1 Intrusion Detection Rule 1: TP Address

The master and slave controllers’” IP addresses are included in the list of acceptable TP
addresses in our HC-NIDS. The predefined IP addresses are unique and any occurrence of

unknown I[P addresses signifies a possible threat.

3.3.2 Intrusion Detection Rule 2: Function Code

Only read input register (fc = 4), and write multiple coils (fc = 15) commands are accepted
by our HC-NIDS. The first type of commands is used to obtain the value of the current that
flows on the transmission line, whereas the second one indicates the status to be given to

the circuit breakers, i.e. activate or not the circuit breakers.

3.3.3 Intrusion Detection Rule 3: Packet Sequence

The master controller continuously issues read requests in order to obtain the value of the
current that flows on the transmission line, and write requests that set the circuit breakers
aside to the transformer on a specific condition, which reflects the result of the power trans-
former’s overcurrent protection scheme. The expected packet sequence of the transformer’s
overcurrent protection is shown in Figure 3.3.2. Since in the network traffic a response packet
does not always appear after the associated query packet, we also use the transaction ID of
the packets in order to check whether the appropriate pairs of packets are observed in the

network traffic.

3.3.4 Intrusion Detection Rule 4: Time Gap

The master controller issues queries with a specific rate, and the average time gap between one
read and one write request within a cycle should fall within a specific range. Any deviation
of this range indicates an attempt of possible illicit action, such as injecting packets that

could activate the circuit breakers when it is not expected.
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fc=15 Discrete Outputs  Status to write A

Response #2 received “*  fc=15 Discrete Outputs  Status written

Figure 3.3.2: Expected communication packet sequence

3.3.5 Intrusion Detection Rule 5: Physical Constraints

The overcurrent protection scheme that we studied in this work is characterized by a pickup
current that shows whether a fault happened and the transformer should be isolated by acti-
vating the circuit breakers. In our implementation, we assume that the pickup current of the
instantaneous overcurrent relay is 125% of the maximum low-side three-phase symmetrical

fault current.

3.4 Threat Model

Before describing our threat model, we first define several levels of knowledge that might
characterize an attacker’s abilities to deceive our HC-NIDS and confuse or even damage the
physical system. In order to evaluate the performance of our HC-NIDS in protecting the
power transformer’s physical model, we examine several attack scenarios aimed at perturbing
the normal operation of the system. Since our approach is focused on leveraging physical
constraints and information that ensure the stability of the system, our evaluation focuses

on attack scenarios that our HC-NIDS is able to identify through intrusion detection rules
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related to physical operation of the system.

However, given that we are building our detection leveraging the Bro IDS,; as with any
general-purpose NIDS, Bro is capable of detecting attacks relevant to specified communi-
cation policies, including the IP addresses of the master and slave controllers. In this sub-
section, we present a description of the attack scenarios that we implemented. We provide
additional details about their implementation along with results regarding the transformer’s

overcurrent protection in the subsequent section.

3.4.1 Attacker’s Knowledge Level

In our attack scenarios, we consider various knowledge levels that might gauge an attacker’s
ability to penetrate into the system and bypass some or all of the intrusion detection rules.
The diversification of the various levels is based on the information that an attacker could
obtain by penetrating the network in order to confuse or damage the electrical physical

system.

1. Zero or Low: Limited knowledge about the network communication rules, such as IP

addresses of the controllers and the communication protocol used within the system.

2. Moderate: The attacker fingerprints the master and slave controllers, identifying infor-

mation about IP addresses, and memory mappings to physical devices.

3. Privileged: The attacker obtains knowledge about the IP addresses used by the con-
trollers, the command function codes used, and partial physical information, such as

the expected packet sequence.

4. Sophisticated: This level constitutes the most challenging category to be identified and
defended by a NIDS. In this case, the attacker gains complete access to the network
traffic and also has access to sophisticated tools that assist in analyzing the network

traffic, and extracting integrated information about the physical process.
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3.4.2 Attack Scenario 1: Memory Access

An attacker performing this attack seeks to acquire information about the status of the
circuit breakers adjacent to the power transformer. The specific attack scenario does not
have any physical impact to the system, however when the attack is performed successfully,
an attacker could then proceed to further actions and then cause actual physical harm the
system, such as by activating the circuit breakers. We assume that the attacker only has
information about the network and physical configuration of the system corresponding to
the “moderate” level of knowledge. However, we assume that the attacker is not aware of the
expected /normal sequence of function codes in the network traffic. Our HC-NIDS detects

the specific type of attacks via the IDS Rule 2 (Ch. 3.3.2).

3.4.3 Attack Scenario 2: Injecting Malfeasant Packets

The main purpose of this attack is to disable the power transformer by activating the circuit
breakers. The attacker obtains a “moderate” level of awareness, which does not include infor-
mation about the average time gap or the expected packet sequence of commands. Therefore,
our HC-NIDS is capable of detecting this type of attack by checking the consistency of the
expected packet sequence. This is addressed by IDS Rule 3 (Ch. 3.3.3).

3.4.4 Attack Scenario 3: Imitating the Master Controller

This attack scenario is similar to the attack that intend to isolate the power transformer
when it is not required by the overcurrent protection scheme. The attacker obtains a “privi-
leged” level of awareness, which includes information about the expected packet sequence of
commands. However, we assume, as it is inferred by the definition of the knowledge level,
that the attacker is not aware of the overall system’s expected operation and does not know
about the physical constraints applied to the overcurrent protection scheme. This type of

attack is directly related to our “hybrid” set of intrusion detection rules included in our
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HC-NIDS, which is identified through IDS Rule 5 (Ch. 3.3.5).

3.5 Evaluation of Attack Scenarios

Our experimental results and observations demonstrate the capabilities of our HC-NIDS for
detecting a wide range of attacks by using the physical constraints and the overall expected
behavior of the studied physical system in addition to the common communication rules that

are included in our HC-NIDS.

3.5.1 Attack Scenario 1

The attacker issues “read” command requests in order to obtain information about the status
of the circuit breakers. However, the circuit breakers are digital outputs and the function
code that corresponds to the specific type of command is not included in the acceptable
function codes defined in our HC-NIDS. Therefore, the IDS Rule 2 included in our HC-NIDS
detects the specific type of attack and our HC-NIDS generates an alarm indicating the illicit

action.

3.5.2 Attack Scenario 2

We assume that the attacker attempts to inject false data in the form of queries aiming to
isolate the power transformer on the transmission line. The packet sequence of the issued
commands that appear in the network traffic do not conform to the expected packet sequence
that our intrusion detection rules in the HC-NIDS specify. Figure 3.5.1 shows an instance
of the network traffic of the exchanged communication packets between the slave controller
and the polling devices, i.e., master controller and attacker, in the form of Modbus TCP/IP
queries and responses. We expect to observe a repetitive pattern of packets in the network
traffic, which consists of two pairs of packets, i.e. read query-response (green bars) and write

query-response (blue bars). In Figure 3.5.1, red bars indicate the identified illicit actions,
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in the form of injected packets, in between the packets that correspond to normal network
traffic. As a result, our HC-NIDS identifies the attempt to activate the circuit breakers
beside the transformer on the transmission line, and issues alerts indicating an unacceptable

packet sequence of issued commands.

Injected network traffic

Jo ] ] J

| I [ V

Normal network traffic
Normal network Normal network Normal network

traﬂic trafﬁc traﬂic

Figure 3.5.1: Sequence of packets in the network traffic

3.5.3 Attack Scenario 3

The attacker imitates the master controller’s behavior by issuing packets that follow the
expected communication packet sequence. The “write” command requests that the attacker
launches aim either to activate the circuit breakers (status = 0), and isolate the power
transformer when it is not necessary, or to prevent an activation of the circuit breakers
(status = 1) when the power transformer’s current exceeds the predefined pick-up current.
Figure 3.5.2 shows the measured current of the power transformer by the sensors, and the
subsequent actions concerning the status of the circuit breakers that are located beside the
power transformer. Even though each packet constitutes a “legal” event on its own, the

combination of the packets constitutes an illicit event since the physical constraints specified
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by the normal operation of the physical system are not met. Our HC-NIDS identifies the
attacker’s activity by checking the consistency between the measured current of the power
transformer and the status of the circuit breakers, and generates alerts that indicate the

occurrence of activity that should be disallowed.
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Figure 3.5.2: Transformer’s current and status of circuit breakers
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Chapter 4

An experimental Framework for

Automation and Control Processes

4.1 State-of-the-Art

Despite the growing trend of employing cyber-physical systems (CPSs) in modern industry,
such as the power grid, there are many open questions as to how best to perform experimental
security studies on them. Testing security mechanisms, such as intrusion detection methods
for cyber-physical systems, can often be inconclusive at best [50]. However, when attempting
to draw any valid conclusions at all about security mechanisms, particularly mechanisms for
cyber-physical systems in order to provide an adequate evaluation of security mechanisms, an
experimental framework must include both “hardware-in-the-loop” and “cyber-in-the-loop”
capabilities through a realistic implementation of the components of CPSs.

Therefore, in order to be able to analyze these types of systems, while also considering the
physical behavior of the system, it is necessary to have an accurate and realistic mathematical
model that describes the normal operation of the system [51, 52]. In addition to that, a
testbed must either contain an actual physical device or be able to mimic the composite

interactions that emulate the orderly behavior of cyber-physical systems, such as power
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systems.

Recent research focuses on the implementation of frameworks that simulate the phys-
ical process and the control mechanism implemented in programmable logic controllers
(PLCs) [53], rather than the implementation of a complete framework aiming on testing
security mechanisms of CPSs. However, we believe that a bridge between theory and prac-
tice can only be useful when considering both sides of a cyber-physical system.

The Matlab/Simulink environment is a well known software for modeling and analyzing
real-time dynamic systems, such as power systems. In addition, Matlab/Simulink supports
a number of low-level communication protocols, such as TCP/IP. In this chapter, we present
the experimental framework for testing intrusion detection systems for systems that we
developed by leveraging the capabilities of the Matlab/Simulink environment in order to

establish communication over industrial control protocols, i.e. Modbus TCP, with real PLCs.

4.2 Architecture of the Experimental Framework

Our experimental framework allows us to establish communication between a simulated
physical process and a real PLC through an Ethernet interface that sends information via
the Modbus TCP industrial control protocol. While many power systems rely on more ad-
vanced options, the choice of Modbus for our experimental validation is dictated by practical
convenience, PL.Cs are inexpensive and a variety of software tools and libraries exist to com-
municate with them. However, the ideas discussed are applicable to many (it won’t work the
same way if they are encrypted communications!) of the application layer protocols used in
industrial and control systems. The general architecture of our experimental framework is

shown in Figure 4.2.1, and includes the following levels:

1. Simulink model of physical application
2. C MEX S-function that allows communication through the Modbus protocol

3. Emulation of control mechanism.
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Figure 4.2.1: General architecture of the experimental framework

4.2.1 First Level: Simulink Model of the Physical Process

In the real world, power systems obey to physical laws that are completely known, such as
Kirchhoft’s and Ohm’s laws, which must be satisfied by the physical systems in order to
ensure that the systems are working properly. Therefore, a set of differential equations can
be derived from the physical limits and laws of the system, that could be represented with
ordinary differential equations (ODEs). However, these equations are typically too complex
to handle, since second or higher order equations are rarely exactly solvable, especially in
cases where the behavior of the system is complicated.

Therefore, common modelers handle the behavior of the complicated expressions that
describe the behavior of the system, though linear-time invariant (LTI) systems on the

frequency domain, a well-known theory called frequency response. In power systems, inputs
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coming from the physical world are typically voltage and current signals. The type of signals
in power systems, are narrowband signals centered at a frequency generally of 50 or 60Hz.
Then, LTIs can be viewed as input/output systems where their response to the sinusoidal
inputs is a sinusoidal output at the same frequency as the input. It is then enough to express
the dynamics of the system through LTIs and model the frequency response from physical
data.

The Matlab/Simulink environment provides a number of libraries that assist on repre-
senting and simulating the mathematical model that characterizes the behavior of a physical
system. The Simulink models are a combination of graphical block diagrams that can be
derived from the physical laws and behavior of dynamical systems. For that reason, the
Matlab/Simulink environment is widely used for modeling dynamical systems, such as power
systems, and for implementing realistic simulations of a physical process.

In this section, we present the first level that includes the development of a Simulink
model of the physical system that should be controlled and protected by the master controller.
Industrial controlled processes typically include a number of sensor and detector outputs,
that are utilized to either indicate analog, i.e., current, or digital measurements, i.e., state
of a switch. Afterward, the outputs of the physical process are given as inputs to the next
level, which is responsible for the formation of Modbus TCP packets and data exchange with
other controllers.

A number of actuator inputs are assigned to the simulation block and connects the master
controller’s outputs to the physical process (Figure 4.2.1). We refer to this type of interaction
either as analog or digital feedback, based on the nature of the output signal, since these
signals point out the result of the control mechanism implemented in the master controller.

In our work, as described in Chapter 3.2, we implemented the operation of a power trans-
former in the Simulink simulation environment where we assume that the transmission line,
including a three-phase transformer, circuit breakers, measurement sensors, etc., corresponds

to the physical process that we want to protect using the overcurrent protection function.
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In addition, we consider current sensors that continuously record measurement samples of
the current that flows on the transmission line, and feed the block that is responsible for the
Modbus TCP packet transmission (S-function block) and which constitutes the slave con-
troller. The Simulink model of the studied case that we described in Chapter 3.2 is shown

in Figure 4.2.2.
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Figure 4.2.2: Simulink model of the power transformer on a transmission line

4.2.2 Second Level: C MEX S-Function

In the second level, we developed an S-function block that we implemented in ANSI C and
which utilizes the open source Modbus TCP protocol library 1ibmodbus [54] in order to simu-
late the communication behavior of a controller on a linux operating system. The S-function
code is compiled using the Matlab mex compiler [55], which also creates a dynamically-
loadable executable used by the Simulink model. The same approach could be used to allow
communication through other industrial control protocols by including the S-function code
for the appropriate protocol libraries instead of the Modbus TCP protocol library.

The S-function block receives as inputs the outputs of the physical process implemented
using the Simulink environment, and allows communication with a second PLC. The sensors

and detectors included in the dynamic model provide the S-function block with the appropri-
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ate physical measurements, which are used in the next level in order to check the consistency
of the physical model. Then, the S-function block is responsible for formulating packets that
include the input measurements, and dispatches the Modbus TCP packets to the master
controller whenever a “read” command query is received. The S-function block also performs
the feedback control actions specified in a “write” query, which the master controller sends
after the protection and control mechanisms are executed (Figure 4.2.1). In the case of the
power transformer that we studied, the time of each measurement sample is also given as an
input to the S-function block in order to process a specific number of samples and calculate
an estimate of the specific measured variable within a given time frame.

The S-function begins by including and defining the necessary libraries, headers, and

variables, including the following:

- libmodbus library

- width of analog input/output ports
- width of digital input/output ports
- client’s IP

- sampling frequency.

Then, the S-function method mdllnitializeSizes is executed to set up the characteristics

of the S-function block:

assignment of analog inputs/outputs to specific ports

assignment of digital inputs/outputs to specific ports

data types of analog inputs/outputs

data types of digital inputs/outputs.
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The S-function method mdllnitializeSample Times indicates the sample rates, where in
our case the value CONTINUOUS SAMPLE TIME is used for continuous sample rate, and
then the mdlStart method is executed only once for initialization purposes. In the next step,
the S-function mdlQutputs function method is executed and is responsible for acquiring the
measurements from the Simulink model, formulating the Modbus packets, and computing
the output signals of the S-function block that corresponds to the feedback of the control
mechanism. The S-function function method mdlTerminate is called at the end of the code
to perform actions such as emptying the memory. Figure 4.2.3 shows the sequence of the

functions executed within the S-function block.

ssSetInputPortWidth()
ssSetOuputPortWidth()

ssSetInputPortDataTypes() s
. p ataType ssSetSampleTime()

Initialization
Input measurements

Modbus TCP/IP
packets
Output Feedback
Control
Free Memory

Figure 4.2.3: Sequence of methods executed in the S-function block
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4.2.3 Third Level: Implementation of the Control Mechanism

The third level of our experimental framework corresponds to the master controller that
performs the protection and control mechanisms related to the physical system. For the
studied case described in Chapter 3.2, we implemented an emulation of a master controller
in Ladder logic using a real PLC. In addition, in order to create a modular version of
our experimental framework, we also created a simulation of the control and protection
mechanism that we implemented in C. However, the basic concept can be applied to a
variety of different types of control and protection mechanisms for power systems, and can

be implemented either by emulation or simulation of the PLCs.

4.2.3.1 Emulation Using a Real PLC

Our implementation of emulation using a real PLC uses a Siemens SIMATIC S7-1200 PLC
that acts as the master controller and performs the protection function and control mecha-
nism of the physical process. This PLC supports both Ethernet and TCP/IP based commu-
nication protocols, such as the Modbus TCP/IP, allowing communication either as a Modbus
TCP client (master) or server (slave). We implemented the control mechanism in Ladder
logic using the SIMATIC Software Step 7 Basic.

In our case, we consider a master controller that initiates a connection and exchanges
data with the simulated slave controller (as discussed in Chapters 4.2.1- 4.2.2). The master
controller polls the slave controller in order to acquire the value of the input measurements
obtained by the related sensors, such as the value of the current. Then, the protection control
algorithm is executed and, based on the result, the master controller sends “write” queries
to the slave controller indicating which control action should be performed, i.e., activate a
circuit breaker in the case of fault on the power transmission line. Figure 4.2.4 shows the
function that we used. The function block that we used is implemented in ladder logic and
is included in the SIEMENS S7-1200 communication library, as well as the communication

between the TTA Portal software and the S-function block introduced in Chapter 4.2.2.
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4.2.3.2

The simulation implementation of the master controller was implemented in the C pro-
gramming language and utilizes the Modbus protocol library libmodbus in order to allow
communication through the Modbus industrial control protocol. The specific implementa-
tion constitutes a replica of the implementation of the protection and control mechanism in
ladder logic using the real PLC.

The use of a simulation of the master controllers is a more flexible route when no access to
real devices is possible, and it also provides substantially greater freedom in when choosing

the industrial control protocol that will be used to establish communication and exchange
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Figure 4.2.4: Communication between Matlab/Simulink and PLC
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data within the network of the controllers.
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Similarly to the procedure described in Chapter 4.2.4, the master controller establishes a
connection with the slave controller and dispatches “read” requests in order to obtain the value
of current measurements. Then, the simulated master controllers perform the protection
control algorithm related to the protection of the power transformer and dispatches “write”
queries indicating the result of the protection mechanism via control actions. Also, in between
the two different types of requests, the master controllers releases the connection. Figure 4.2.5
shows the communication between the simulated PLC written using libmodbus and the S-
function block introduced in Chapter 4.2.2. In addition, Algorithm 2 shows the generalized
sequence of the main functions executed in the C code for the studied case, where we assume
that the master controller gets as inputs analog values, and returns digital values. However,
the C code can be customized for different cases based on the requirements of the application,
as well as the control mechanism, the code of which is not shown in Algorithm 2 since it can
be only applied to a specific example.
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Figure 4.2.5: Communication between Matlab/Simulink and PLC
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Algorithm 2 Simulation of a PLC

modbus_t xctx

nt rc

bool sts

char xmodbusClient] P <— CLIENT IP
int modbusPort < PORT

ctz <— modbus_new _tcp(modbusClientI P, modbusPort)
if ctx == NULL then
fprintf(Unable to allocate libmodbus context)
return < —1
end if
if modbus_connect(ctr) == —1 then
fprintf(Connection failed)
sts < false
end if

rc < modbus_read input_registers

C code of control mechanism

modbus_ close(ctx)
modbus_ free(ctz)

ctx < modbus new_tcp(modbusClientI P, modbusPort)
if ctx == NULL then
fprintf(Unable to allocate libmodbus context)
return <— —1
end if
if modbus_connect(ctz) == —1 then
fprintf(Connection failed)
sts < false
end if

rc <— modbus_write bits

modbus_ close(ctx)
modbus_ free(ctx)
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Chapter 5

Conclusions and Future Work

In conclusion, securing cyber-physical systems, such as power systems, is of undoubtedly
great importance, due to the fact that damage to these systems could have severe impact
not just on computers but devices, systems, and even the safety of people in the physical
world. Therefore, in order to assess the effects of potential threats, and protect cyber-physical
systems, it is useful to leverage important information related to the physical part of the
system in addition to network communication.

This thesis highlights the importance of combining both network and physical information
in the form of intrusion detection rules in order to ensure the reliable and secure operation
of components of the power grid. The goal of our work is to augment, and not to replace,
existing NIDS, by monitoring the physical activity within the network of the controllers, in
addition to the communication rules that the system should obey. Although in this thesis
we focus on power systems, we believe that is could be extended to cyber-physical systems
that present a similar operational behavior.

However, while the approach presented in this thesis appears to be effective when con-
sidering part of a cyber-physical system, we should keep in mind that typically these types
of systems consist of a large number of components that need to be coordinated in order to

ensure the safe operation of the entire system. In most of our attack scenarios, we assume
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that an attacker does not have complete knowledge about the physics of the system, where in
the opposite situations our HC-NIDS should be enriched with more “detailed” policies that
could allow us to detect more sophisticated attacks. In addition, our approach requires the
exchange of valuable information related the physical part between the various controllers.

In addition to the assumptions and considerations mentioned above, there are some chal-
lenges, limitations, and open questions related to our approach and the way that we validated
our HC-NIDS. In our experimental validation, we did not consider cases where the network
traffic includes noise, i.e., traffic that is not related to the system under monitoring. There-
fore, we believe that under noise, our HC-NIDS will produce a higher rate of false positives
related the expected packet sequence. Another challenge of our approach, is that the hybrid
automaton and intrusion detection rules based on that automaton must be customized for
individual applications that obey different physical limits and settings.

Therefore, as a future effort, we plan to research means for generalizing our approach.
Instead of focusing on the implementation of security policies for specific applications, by
creating models based on the hybrid automata that designate the expected behavior of CPSs,
we seek to research means for building generalized models that will still take both cyber and
physical aspects of CPSs under consideration, as well the coordination orchestration of the
various components that compose such systems. Then, the generalized models could be used
to derive a set of security policies that follow the approach described in thesis, and could be

included in a NIDS to enhance the stability of cyber-physical systems.
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