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ABSTRACT
In open computing systems, resources are shared across or-
ganizational boundaries in an effort to allow for greater ac-
cess to information and easier collaboration between geogra-
phically and administratively dispersed groups. Designing
adequate access control solutions for these types of systems
is a challenging task, as traditional solutions tend to exhi-
bit failures or other undesirable behaviors in the face of an
ever-growing and constantly evolving user base. To address
these types of shortcomings, security researchers have pro-
posed the notion of attribute-based access control (ABAC).
Though the theoretical and systems issues associated with
ABAC are currently being investigated, the human side of
ABAC is relatively unexplored. In this paper, we discuss se-
veral usability and human factors challenges related to a pro-
mising ABAC solution known as trust negotiation.
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INTRODUCTION
The notion of open systems, in which resources are shared
between multiple organizations, has been gaining popularity
for a number of years. Example open systems include scien-
tific grid computing systems, ad-hoc networks used in di-
saster management scenarios, peer-to-peer networks for the
exchange of multimedia data, supply chain management sy-
stems based on web services, and joint military task forces.
Useful cyberinfrastructure for these types of systems must
ensure that timely access to information and resources is
granted to any and all individuals who need them, provi-
ded that these individuals areauthorized. Traditional me-

thods for determining user authorization, often based on user
identities, fail to provide an adequate solution for use in open
systems in which a dynamic and potentially unbounded set
of users wish to interact with a large number of distributed
services. Users have no basis for determining which services
are trustworthy and services have no way to know the identi-
ties of each authorized user. To address this problem, the se-
curity community has proposed a number ofattribute-based
access control (ABAC) solutions.

ABAC systems (e.g., [2,3,5–7,9,10,12,16]) allow resource
administrators to move away from maintaining complicated
ACLs by allowing access policies to be written as declarati-
ve specifications of the attributes that must be possessed by
authorized users. Many proposals for ABAC systems also
give users the ability to control the disclosure and dissemi-
nation of their sensitive credentials. These systems have be-
en shown to have solid theoretical underpinnings and to be
feasible to deploy, however the human factors challenges as-
sociated with ABAC systems have been largely unexplored.

In this paper, we describe a popular ABAC solution known
as trust negotiation. Using trust negotiation as a basis for dis-
cussion, we highlight a number of human factors challenges
that arise in the context of ABAC systems. Many of these
problems are multidisciplinary in nature and solving them
correctly is likely to require cooperation between researchers
in the fields of access control theory, software systems, net-
working, and computer-human interaction. Addressing these
concerns prior to the deployment of ABAC systems is criti-
cal to ensuring the success of these systems and the open
computing environments which they can enable.

TRUST NEGOTIATION
Having recognized the problems associated with performing
access control in open systems, trust negotiation has been
proposed as a potential solution [15]. In trust negotiation, the
access policy for a resource is written as a declarative speci-
fication of the attributes that an authorized entity must pos-
sess to access the resource. In these systems, the credentials
used to certify user attributes are also considered resources,
so sensitive credentials can be protected by disclosure poli-
cies of their own. In this way, an access request leads to a
bilateral and iterative disclosure of credentials and policies
between the user and resource provider. Trust is establis-
hed incrementally, as more and more sensitive credentials
are disclosed between the user and resource provider.
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Figure 1. An example trust negotiation session

Figure 1 shows an example trust negotiation session between
a user, Alice, and a resource provider, Bob. In the first step
of this example, Alice requests access to some service provi-
ded by Bob. In step 2, Bob discloses the access policy for his
service, which states that Alice must disclose her digital Visa
cardholder credential, indicating that she has a Visa-issued
credit card. In step 3, Alice discloses the policy protecting
her Visa cardholder credential to Bob. This policy states that
if Bob can prove that he is a member of the Better Business
Bureau (BBB), Alice will disclose her Visa cardholder cre-
dential. Bob is in fact a member of the BBB and will disclose
this credential to anyone. This satisfies Alice, who discloses
her digital Visa cardholder credential in step 5 and is then
granted access to the service in step 6. In this example, we
see the bilateral and iterative nature of trust negotiation—
not only does Alice disclose credentials to Bob, but also Bob
discloses credentials to Alice. In this way trust is established
incrementally, starting with the Alice’s request, advancing
through the disclosure of Bob’s public BBB credential and
Alice’s sensitive Visa cardholder credential, and culminating
with Bob allowing Alice access to his service.

Since trust negotiation is an automated process, negotiati-
on strategies play an important part in determining the way
that a particular negotiation proceeds. Prior to each round
of disclosures, a negotiation strategy is used to determine
which credentials and policies to disclose based on the po-
licies and credentials received in the previous round. Strate-
gies can be designed to optimize various aspects of the ne-
gotiation process. Theeagerstrategy is used to optimize the
speed with which negotiations take place by disclosing eve-
ry credential whose disclosure policy is satisfied, regardless
of its apparent relevance at the current stage of the negotiati-
on. Theinformedstrategy is optimal with respect to privacy
preservation. This strategy discloses only those credentials
whose disclosure policies are satisfied and are relevant at the
current stage of the negotiation. A variety of other strategies
have also been developed [18].

Trust negotiation addresses many of the shortcomings that
traditional access control mechanisms exhibit when used in

large-scale open systems. First and foremost, there is no
closed-world assumption. Since authorization decisions are
made based upon the attributes of potential accessors, there
is no need for a predefined list of authorized users. Thus, ac-
cess policies can remain more or less static, despite a chan-
ging user-base. Trust negotiation also allows users to disco-
ver resource access policies at runtime, which is important
in environments where users and resources belong to dif-
ferent security domains. The bilateral and iterative nature
of trust negotiation allows users to establish trust in resour-
ce providers as a part of the access request process. This
protects clients from disclosing sensitive credentials to un-
known resource providers. Additionally, many trust negotia-
tion systems have desirable properties regarding the termi-
nation, soundness, and completeness of the interactions that
take place between two participants.

OPEN PROBLEMS
It should be apparent from the preceding discussion of trust
negotiation that the flexibility afforded by this and other
ABAC systems comes at the cost of increased system com-
plexity. At a recent workshop, Matt Bishop made the claim
that while technology can certainly support security soluti-
ons, security itself is not a technological problem. He asser-
ted that, in the end,peopleare both the problem and solution
with respect to system security [4]. Viewed in this light, the
adoption and acceptance of access control solutions such as
trust negotiation, and ultimately the open systems that they
enable, relies on the ability of humans to comprehend and
manage their complexity. In this section, we discuss several
important human factors challenges related to the compre-
hension of the access control process, the management of
required technology, and the specification and maintenance
of access control policies.

Access Control Comprehension
Traditional methods of access control are easy for users to
understand. In the end, the decision made by the system de-
pends simply on whether the requesting user’s name appears
in the access control list for a given resource. In trust nego-
tiation, however, access control decisions are made without
ever knowing the identity of a requesting user. Although au-
tomating the process of trust negotiation hides much of its
complexity from the users in a system, it does so at the cost
of making the process seem somewhat magical or arbitrary.
After learning the results of a negotiation, the user requesting
access will likely not know why her access was granted or
denied. In current trust negotiation prototypes, technically
savvy users can parse through log files and debugger output
to determine the path taken by a negotiation, but this method
of examination is far from accessible to an average user.

In [17], the authors present a system for visualizing the logs
of previously-executed trust negotiation sessions carried out
using the trust target graph (TTG) protocol [14]. While this
is an excellent first step towards making the process of trust
negotiation more accessible to everyday users, there is still
considerable room for improvement. Although the tool pre-
sented can visualize the steps of a negotiation, these steps
are labeled using the logical policy and credential expressi-
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ons exchanged between the two parties. As an average user
will not likely have a sufficient background in mathematical
logic to fully understand these types of diagrams, it is im-
perative that the diagrams generated by visualization tools
contain human-readable abstractions of the negotiation pro-
cess, preferably with the level of abstraction tunable by the
human requesting the visualization. In addition, rather than
examining negotiation logs, the ability to visualize negotia-
tions on the fly and interact with this largely automated pro-
cess will be essential for users who wish to maintain greater
control over their credentials. Designing and evaluating such
an interface is likely to be a challenging task due to the wi-
de range of expertise possessed by users of trust negotiation
systems and the possibly complex interactions required with
the logical engines used by trust negotiation agents.

In addition to abstracting access control policies from indi-
vidual users, some trust negotiation policy languages allow
access control policies to be context-dependent. The end re-
sult of this context dependence is that a particular user may
be allowed access to a resource at one point in time and de-
nied at another. Trust negotiation is already a complicated
process to understand and these seemingly contradictory re-
sults could further confuse naive users. In [8], the authors
explore how to provide context-sensitive feedback to users
in the event that an access control decision is denied in a
pervasive computing system; as with the trust negotiation
visualizations previously discussed, this feedback is in a lo-
gical format. This work also requires that feedback policies
be manually generated in conjunction with the access con-
trol policies themselves. It would be interesting to see work
like this adapted to generate feedback policies automatically
and allow variable levels of abstraction to make the feedback
accessible to users of all levels of expertise.

Technology Management
In addition to understanding the operation of trust negotiati-
on systems, users must also be prepared to manage the soft-
ware, credentials, and policies required to operate these sy-
stems. History has shown time and again that people do a
poor job of managing even simple passwords; most security
administrators can provide anecdotal evidence of users sha-
ring passwords, using extremely weak passwords, or even
writing passwords down next to their terminal. In ABAC sy-
stems, users must manage cryptographic credentials (e.g.,
X.509 certificates) attesting to their various attributes. The
management of these credentials is considerably more com-
plex than the management of passwords which can lead to a
variety of security and usability problems.

In [13], the authors show that most users had extreme dif-
ficulty using PGP 5.0 to manage a single certificate and se-
curely encrypt and sign email messages. Users in attribute
based access control systems must manage many such cre-
dentials, which adds further opportunities for security and
usability problems to arise, particularly in the case in which
a user wishes to access his credentials from multiple compu-
ters (e.g., an office computer, a laptop, and a home compu-
ter). The MyProxy [1] and Thor [11] projects seek to address
the credential management problem for users in grid compu-

ting and trust negotiation systems, respectively. Both of the-
se studies propose mechanisms for credential management
that satisfy the security requirements for their particular do-
main, though they do not evaluate the ease of use of their
solutions or analyze whether improper use of these mecha-
nisms could lead to security violations. In the future, it will
be important to study the requirements for secure identity
management in ABAC systems and design credential mana-
gement solutions which are both secure and easy to use.

In addition to the complexities of identity management,
users must also manage and configure the other aspects of
trust negotiation. In particular, trust negotiation sessions are
strategy-driven interactions. It remains to be studied whe-
ther typical users of these systems will have the necessary
skills and understanding to adequately choose trust negotia-
tion strategies. Balancing the trade-offs between correctness,
privacy-preservation, and negotiation speed is difficult and
this difficulty will only increase as multiparty negotiation
strategies begin to emerge. It is imperative that the capacity
of users to make the strategic decisions necessary to effec-
tively manage the configuration of trust negotiation software
be evaluated so that appropriate interfaces for the manage-
ment of these strategies can be designed.

Policy Specification and Maintenance
Trust negotiation systems require the specification and main-
tenance of complex policies by not only system administra-
tors but also ordinary users. While administrators are often
trained to specify and manage complex policies, end users
typically have no such training; this leads to several promi-
nent problems. One major concern is that users will have
difficulties creating proper release policies for their sensitive
credentials and personal information. A related concern re-
lates to the ability of users (and trust negotiation strategies)
to distinguish between authorization and need-to-know. For
instance, though a bank may satisfy the release policy pro-
tecting a user’s driving record, this information is not perti-
nent to the process of acquiring a home mortgage and thus
should not be released to the bank. The widespread success
of phishing attacks in recent years indicates that many users
do not adequately protect their sensitive information and are
thus likely to fall prey to policy specification and information
protection pitfalls. Perhaps by studying user comprehension
of threats to private information, we can adequately design
systems in which it is difficult for users to make bad decisi-
ons regarding personal information protection.

In addition to problems surrounding information protection,
policy specification is another area that requires attention.
Current trust negotiation implementations require that users
specify policies in either complicated XML or datalog-based
formats. Writing policies in these formats is akin to writing
computer programs in assembly language: the low-level of
abstraction makes it difficult for an untrained user to map
their mental model of the system onto the underlying logi-
cal policy specification model. Consider a user who wishes
to allow firefighters access to a building protected by digital
locks. A naive specification of the term “firefighter” might
include “fire safety officers” employed at a local restaurant;
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it is unlikely that the user meant for these restaurant workers
to have unconditional access to their building! While this
example is in some senses contrived, it does serve to illu-
strate the underlying problem. Investigating human compre-
hension of ontologies for use in constrained access-control
environments could lead to the development of policy spe-
cification and analysis tools that would allow users without
advanced knowledge of mathematical logic to specify rea-
listic access control and release policies. These tools might
also be used to allow users to quantify both the obvious and
non-obvious effects of changes to these policies in a way that
is consistent with the their own mental models of the system.

CONCLUSIONS
Creating and maintaining access control policies in open dis-
tributed systems is a complicated task. Although attribute-
based access control systems such as trust negotiation have
desirable theoretical properties and have demonstrated utili-
ty when used by security-conscious researchers with back-
ground in mathematical logic, the problem of providing an
adequate open system access control solution for the avera-
ge user is far from solved. In this paper, we indicated se-
veral broad areas of research in which the human aspects
of trust negotiation and ABAC require advancement in or-
der for these systems to be successfully deployed. Coopera-
tion between researchers in the fields of access control theo-
ry, software systems, networking, and computer-human in-
teraction could lead to important advancements in the areas
of access control comprehension, identity management and
system configuration, and policy specification and mainte-
nance. These advancements are a critical part of enabling
the successful deployment of flexible access control soluti-
ons such as trust negotiation and the ensuring the sustaina-
bility of the open systems that they enable.
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